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Processes that provide extended range 
predictability



But important to recall...

These gains can only be realized if these 
systems and/or initialization that is not 
in the shorter range system 



This is important as the MJO skill has been 
improving in models

especially in the convective parameterization helped to increase
the limit of MJO predictive skill by 2 weeks over the past decade.
Demonstrating skill in predicting the MJO is an important step

for sub-seasonal prediction of tropical cyclones, but it is also
important for the dynamical models to be able to simulate the
impact of the MJO on the tropical cyclones that are produced by
the model. In order to assess if S2S models can reproduce this
modulation of tropical cyclone activity by the MJO, the model-
simulated tropical cyclones have been tracked24 in each model
ensemble forecast. Since the S2S database output are gridded at a
1.5-degree resolution, the model tropical cyclones tend to be
weaker than observed. The threshold for 10-meter maximum wind
has been adjusted for each model so that the total climatological
density of simulated tropical cyclones matches the observations.
Longer model integrations would be needed to assess the realism
of other characteristics of simulated tropical cyclones (e.g. tropical
cyclone interannual variability). This tracking has been applied to
eight S2S model reforecasts which were chosen because of their
large re-forecast frequency and ensemble size and their skill to
predict the evolution of the MJO: ECMWF, NCEP, JMA, BoM, UKMO,
CMA, ECCC and CNRM. Work is ongoing to extend this study to the
other S2S models. The density of tropical cyclone tracks (number
of tropical cyclones passing within 500 km, normalized by the total
number of tropical storms over the whole basin) has been
calculated for each model. All eight S2S models display more (less)
tropical cyclone activity over the Indian Ocean and less (more)
tropical cyclone activity over the South Pacific and near the
Maritime Continent when there is an MJO in phase 2 or 3 (6 or 7)
in the model (Fig. 2), which is consistent with observational
studies17 and with previous modeling studies.25 This result
suggests that the models are capable of reproducing very well
the modulation of tropical cyclones in the southern Hemisphere
by the MJO, even if the model resolution is very coarse (BoM has a
resolution of the order of 200 km). Therefore, even if the
dynamical models considered in Fig. 2 are not able to predict
the occurrence of a given storm at a precise location 3 to 4 weeks
in advance, they are likely to have some skill in predicting an
increase or decrease of tropical cyclone activity over a large
domain and a sufficiently large period of time. For example at
ECMWF sub-seasonal forecasts of tropical cyclone activity are
produced over weekly mean periods and each ocean basin.
Verification of these forecasts26,27 suggests some skill up to at
least 2 weeks over most of the basins, and up to week 3 over the
South Indian ocean.

Extending upward from the more-mature medium range
weather forecasting of individual tropical storms, the results
above suggest that there is a potential opportunity to extend
tropical cyclone forecasting to longer lead times, using probabil-
istic forecasts of tropical cyclone density or landfall. In the context
of humanitarian aid and disaster preparedness, the Red Cross
Climate Centre/IRI have proposed a “Ready-Set-Go” early-warning
concept for taking action based on forecasts from weather to
seasonal, in which seasonal forecasts are used to begin monitor-
ing of sub-seasonal and short-range forecasts, update contingency
plans, train volunteers, and enable early warning systems
(“Ready”); sub-monthly forecasts would be used to alert volun-
teers, warn communities (“Set’); and, weather forecasts are then
used to activate volunteers, distribute instructions to commu-
nities, and evacuate if needed (“Go”). This seamless forecasts to
action paradigm could be applied to tropical cyclones prediction.
Figure 3 shows an example of Ready-Set-Go paradigm for the
prediction of tropical cyclone Yasi, which made landfall in
northern Queensland, Australia on 3 February 2011, as a severe
Category 5 causing major damage to affected areas. The storm
caused an estimated AU$3.5 billion (US $3.6 billion) in damage,
making it the costliest tropical cyclone to hit Australia on record
(source https://en.wikipedia.org/wiki/Cyclone_Yasi). Figure 3 sug-
gests that sub-seasonal forecasts could have provided useful
information in a seamless prediction of tropical cyclone activity
from seasonal forecasts. At the seasonal time scale (ready), the
model predicted, as early as 1st November, that the December-
March tropical cyclone season in the Australian basin would likely
be more active than normal, and that this signal was statistically
significant within the 10% level of confidence. This seasonal
forecast was consistent with La Niňa conditions, which prevailed
during the 2010–2011 austral summer (more tropical cyclone
activity over the Australian basin and less tropical cyclones in the
South Pacific). At the sub-seasonal time scale, the forecast issued
on 13 January for the 26 January–4 February period predicted
20–30% chance of tropical cyclone landfall in the Queensland
area, which is well above the climatological probability, adding
more geographical and temporal specificity to the forecast of a
landfall, and increasing its confidence. At the medium range time
scale, the probability of landfall from a 5–12 day forecast issued on
January 27 reaches 90% which should trigger some action such as
activating volunteers, distributing instructions to communities,
and evacuating if needed. This type of seamless forecasts could be
a possible contribution of sub-seasonal forecasts to climate service
development within the Global Framework for Climate Services
(GFCS).

PREDICTION OF THE 2010 RUSSIAN HEAT WAVE
Long-lasting heat waves, which can last from a week to several
months enter into the category of extreme climate events where
sub-seasonal forecast could potentially be used to predict the
onset, evolution and decay a few weeks in advance. This section
will discuss the predictability of a specific heat wave event: the
2010 Russian heat wave. This heat wave was the strongest ever
recorded over the past 30 years.28 It caused an estimated 55,000
deaths and caused wildfires, the worst drought over Russia in
nearly 40 years and the loss of at least millions hectares of crops.
The heat wave which lasted a few months (May–August 2010),

was particularly intense during the week of 1–7 August 2010,
where the weekly 2-m temperature anomalies over Russia reached
a record value of +5 C (exceeding the heat wave over France in
2003). Re-forecasts from the S2S database have been used to
assess the capability of state-of-the-art extended range forecasts
to predict this specific event. 2-m temperature anomalies have
been computed relative to the model climatology from 1999 to
2009 and averaged over the area 20E–50E, 45N–70N where this
event took place. According to Fig. 4, ECMWF ensemble forecasts

Fig. 1 MJO forecast skill. Forecast lead time (days) when the MJO
bivariate correlation reaches 0.5 (yellow bars) or 0.6 (orange bars) for
10 model re-forecasts from the S2S database covering the common
period 1999–2010. The black vertical bars represent the 10% level of
confidence for a bivariate correlation of 0.6 using a 10,000 re-
sampling bootstrap technique

The sub-seasonal to seasonal prediction project (S2S) and…
F Vitart and AW Robertson
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An introduction to forecast timescales
The ECMWF framework
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An introduction to S2S timescales:
The ECMWF framework
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Seasonal forecast (even 
lower resolution)

13 months (4 times/year)

48 days (twice per week) 
extended EPS (progressive 
intermediate resolution)

Dynamic “on the fly” 
hindcast
20 previous years
15 members 
(why? because of 
frequent system 
updates)

Fixed hindcast period
(why? expensive, updates 
are infrequent) 



Assessing S2S model skill – the hindcast
• Hindcast primary function is to perform bias correction 

and output calibration.
• However also useful to assess model skill over 

interannual timescales since model system is identical
• Disadvantage is that ensemble size is smaller

2013 2014 2015...

year - 1

y - 2

y - 4

y - 3

Colour
represents 
model version

Arrow thickness
indicates the 
ensemble size

(51 versus 5-15)

Real-time forecast

Hindcast

Hindcast

Hindcast

Hindcast



Hindcast Strategies
• “On the fly” – Each 

forecast is accompanied 
by a set of hindcasts
starting on the same date 
for the previous N years
– GOOD: same model 

version and set up
– GOOD: Always same 

start date
– BAD: Expensive to run, 

smaller ensemble sizes 

• “Fixed” – Hindcast data 
set run once for a 
particular model cycle
– GOOD: Cheaper (if 

system not updated too 
frequently), larger 
ensemble sizes possible

– BAD: Not always 
matching dates 

15/03/2015

15/03/2014

15/03/2013

15/03/2012

18/03/2015

18/03/2014

18/03/2013

18/03/2012

18/03/2011



CFS lead time 
skill

From Kumar et al 2011, clim dyn

Longer range 
predictability in 

the tropics in 
surface 

temperatures

Skill defined as 
temporal 

correlation



Should S2S systems improve season systems?
from Tompkins and Digiuseppe, JAMC, 2015

QUESTION: Where does this skill gain come from?

Correlation of day 1-32 T2m anomaly 
against ERA-Interim for 1994-2012 of 

Extended range EPS over Africa
12 start dates in 2012 (First Thursday of 

each month) 

Increase in correlation relative to the 
exact same days predicted by the most 

recent seasonal forecast system 



Should S2S systems improve season systems?
from Tompkins and Digiuseppe, JAMC, 2015

Correlation of day 1-32 T2m anomaly 
against ERA-Interim for 1994-2012 of 

Extended range EPS over Africa
12 start dates in 2012 (First Thursday of 

each month) 

Increase in correlation relative to the 
exact same days predicted by the most 

recent seasonal forecast system 

1. Lead time advantage (more frequent updates)
2. Model physics (more frequent updates)
3. “Setup” (higher resolution, different ocean initialization...)



Schematic of lead time gain

seasonal 
forecastS2S forecasts

1st of month 

Decision process

Usually there is always a newer S2S forecast available for a 
week 2 to 6 decision window

1st of month 

Note: in this talk we will treat the lead gain as if all forecasts are 
immediately available (i.e. forecast on the 1st available on the 1st), 
whereas the seasonal system in fact has a lag, for example in C3S, 
release is on the 13th of the month.



How can we calculate the contributions of 
these factors to changes in skill? 

• Controlled experiments?
– ensembles of cycles/lead advantage?
– too expensive! 

• What using the operational cycles?
– O(105) forecasts
– but lead time/model version/setup mixed

no skill gain

model cycles gradually improving?

Offset = Setup benefit? 

lead benefit? 



System 4 versus S2S – analysis of T2m
• Sept 2008 to January 2014 (no resolution or major “setup” 

changes)
• Use 5 members and 19 years (1+18 hc) throughout period = 

O(30,000) forecasts.
• Hindcasts are initialized using ERA Interim
• Examine the correlation of the ensemble mean
• Assume that differing hindcast period does not impact statistics 

(1990-2008 versus 1996-2014) – “ENSO count” similar...
• “Like-for-like” comparison for leads

12
th

of
 m

on
th

day 15-28
S2S
(EPS)

SYS4

1st
of

 m
on

th

“lead advantage” of S2S for this forecast



System 4 week 3-4 correlation 

As expected correlation highest over oceans and ENSO region 



S2S week 3-4 correlation 



S2S advantage week 3-4 correlation 



Lead advantage gain, looping 0 to 29 (days)



lead time relative skill advantage plot
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• Gain has not saturated by month 1 
advantage (ENSO influence)

• Range of gain is approximately 0.06 
from leads of zero to one month



lead time relative advantage plot
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• Extratropics gain is 
nonlinear

• Range of gain is 
larger (~0.1)

Assumption: We will assume that the lead time gain is independent 
of physics contributions (setup changes minimal across period)

i.e. we assume that we can add contributions linearly.



Model physics advantage
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• Skill advantage not linear over cycles:
• Discrete “jumps” corresponding to certain 

physics changes
• CY37r3 changes to convection 

entrainment and detrainment that 
improved tropics variability and MJO*

• Range of improvement ~ 0.03
• Reminder: SYS4 uses CY36r4

* See Bechtold
et al. QJRMS
2008

SYS4 cycle



Model physics advantage in extra tropics
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SYS4 cycle
No clear systematic 
improvement (in T2m) in 
extratropics

Unsurprising, as skill very 
limited at this range.

Most model physics gains 
are reflected in day 1-10 
gains

Extra tropics gains likely 
only through gains via 
tropics (MJO)



How do the contributions compare? 
NH

– Lead gain is approximately 0.075
– Total gain is 0.13 (=setup + lead + physics) [right panel)
– Model physics contribution is minimal (no trend across cycles)
– Setup gain is approximately 0.06 (all forecasts minus lead contribution) 
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How do the contributions compare?
Tropics

• In Tropics contribution similar from lead 
gain, model physics, and setup
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0.03 mean 
lead 
advantage

0.055-0.03(lead) 
= 0.025 “setup” 
advantage

0.03 = 
model cycle 

advantage



Conclusions

• Subsampled 30,000 forecasts/hindcasts to try to 
“pull apart” contributions to S2S (EPS) gain in 
skill for T2m
– Lead advantage
– Model cycle 
– System set up (resolution...)

• In the tropics, all three contribute fairly equally 
over a 6 year period, while in the NH 
extratropics, lead and setup contribute equally.

• Extend the analysis to precipitation and winds, 
(also for remainder of SYS4 period).


