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Storage and processing model for climate datasets developed in the framework of a distributed research center for monitoring and predicting regional climate and environmental changes is presented. This research center is focused on processing and analysis of large volumes of climate data and
able to help researchers (who are not experts in the field of information technologies) in the environmental and climate change study.
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